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Abstract

In this paper we test whether increasing the independence of the project appraisal process changes the reported effectiveness of aid projects. We do this using a dataset of Australian aid appraisals and a natural experiment, which occurred when a more independent process involving DFAT's central evaluation unit and external contractors was implemented for the review of performance appraisals of completed projects. Using difference-in-differences and contrasting assessments of ongoing projects, which the appraisal process was not changed for, and completed projects, where the process was changed, we show that introducing a more independence led to a substantial fall in how successful projects were deemed to be. We also show that the change probably led to more accurate recording of COVID-19’s impact on Australian aid, as well as more accurate assessments of the quality of Australia’s aid to Papua New Guinea, its largest aid partner. As we do this, we take care to demonstrate that our findings are robust to the types of methodological issues that can afflict difference-in-differences studies.
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The impact of independent review on assessments of aid project effectiveness

1 Introduction

In an attempt to move away from unhelpfully broad debates about whether aid works or not, scholars have increasingly taken to using datasets of aid project performance ratings to study what influences aid and the success or failure of aid at the project level (Ashton et al., 2022). The data used in this type of analysis come from individual project appraisals produced by aid agencies themselves. In addition to scholars, aid agencies also use these performance ratings, both in their high level reporting, and in some agencies when deciding the fates of individual projects.

In this paper, we contribute to the existing literature on aid project performance by using performance ratings in a different way, focused on better understanding the numbers themselves, their validity, and what they reveal about internal dynamics within aid agencies. We do this by testing whether making the performance appraisal process more independent affects project performance ratings. Our analysis is based on a dataset of performance ratings from Australian aid project appraisals and a natural experiment, which occurred when the process of verifying the end-of-project performance ratings produced by project managers was taken out of the hands of country teams and passed to a central evaluation unit that then tasked an external contractor with reviewing the ratings.
Using difference-in-differences and contrasting assessments of ongoing projects, which continued to be produced as before by project managers and which also continued to be reviewed internally, and assessments of completed projects, which were subjected to the more independent new approach, we show that the shift to greater independence led to a dramatic fall in how successful projects were deemed to be. We also show that the change probably led to more accurate recording of the impact of COVID-19 on Australian aid effectiveness, as well as the effectiveness of aid to Papua New Guinea (PNG), Australia’s largest aid partner. As we do this, we take care to demonstrate that our findings are robust to the types of methodological issues that can afflict analysis using difference-in-differences.

Our findings make both practical and theoretical contributions to existing work on the performance of aid projects. Practically, we demonstrate just how vulnerable assessments of aid project performance are to aid staff being unduly generous when assessing their own work, even when assessments are reviewed internally, as was the case in the Australian aid program prior to the 2019 change. This is relevant for high-level public performance reporting that draws on data of this sort (for example, DFAT, 2020c; House of Commons International Development Committee, 2020). It is also relevant in instances when aid agencies use scores produced in project assessments to make decisions about whether projects should be continued, closed or revamped (for example, DFAT, 2022a). If aid project appraisals are to serve as a useful guide either to the politicians and public who are the intended targets of high-level reports, or to agencies as they decide which projects to close and which to continue, project scores
need to reflect actual performance as much as possible. For researchers, our practical contribution is also relevant to work based on project assessments. At present, some scholarly work draws only on project assessment data that has been subject to external review, while other work combines data from project assessments which have been subject to different types of review (for various examples see, Bulman et al., 2017; Denizer et al, 2013; Feeny & Vuong, 2017; Honig, 2018). Our findings demonstrate the potential for future learning using data from assessments subject to different types of review and studying in detail how they differ.

More theoretically, the role of the external contractor in verifying project performance ratings, and the fact that the use of a contractor was associated with a fall in ratings, offers insights relevant to the study of how incentives shape dynamics within aid agencies and when agencies contract tasks to external agents. It is not necessarily surprising to find that aid staff produce excessively positive assessments of the performance of their own projects, but it is more surprising to discover that internal processes, such as those that existed in the Australian aid program prior to the change, designed to serve as a check on this behaviour, sometimes do not. Moreover, a priori there were few grounds for anticipating that if internal processes were failing to prevent inaccurate project appraisals, using an external contractor would change matters. Purely in terms of incentives, the most obvious course of action for the contractor would have been to avoid antagonising the aid program by downgrading
project performance scores. Yet the contractor chose otherwise in this case, for reasons we explore in the paper’s discussion.¹

The paper proceeds as follows: it summarises work based on aid project appraisals; it also reviews research on incentives at work within aid agencies and when contractors are used in aid. Then it provides background information on the aid project appraisals that produced our data, summarises the data and details the empirical approaches that we drew on in studying the data. After that, we address possible empirical issues and present our results. We then demonstrate the practical significance of our findings using the example of Papua New Guinea. Finally, we discuss the ramifications of our findings.

2 Literature, research questions and background

2.1 Literature

The existing literature based on aid project performance assessments has tended to focus on one of two core areas. The first is recipient country and project traits associated with more successful projects. A number of country traits have been found in instances to be positively associated with better project performance. Gross domestic product, economic growth and good governance have often been found to be positively

¹ It is worth noting that it could be possible that the external reviewers’ revised appraisals were less accurate than the project managers’. However, there are good grounds to believe that this is not the case. The external reviewers had access to the full information on project performance. They could also investigate further and ask for more information if they felt it warranted. In addition, revised project scores were discussed with project teams and the teams themselves could contest them if they felt the final assessments were unfair.
associated with better performance, although not always. Findings for some other traits, such as political and civil liberties have varied widely between different studies (Bulman et al., 2017; Denizer et al., 2013; Feeny & Vuong, 2017; Isham et al., 1997; Kilby, 2000; Wood et al., 2020). Similarly diverse findings exist when looking at project traits: no clear consensus has emerged on, for example, the most likely sectors to produce successful projects. (For a good selection of findings see: Briggs, 2019; Bulman et al., 2017; Denizer et al., 2013; Feeny & Vuong, 2017.)

Some findings are more consistent though. Perhaps the most striking of these is that, even when limiting data to individual donors, project performance appears to vary considerably more within countries than between countries (Briggs, 2019; Bulman et al., 2017; Denizer et al., 2013; Feeny & Vuong, 2017; Wood et al., 2020). In other words, there are few aid recipient countries, or types of aid recipient countries, where projects are destined to fail, and few places where projects will inevitably succeed.

A second type of work has focused on the donor side of aid project delivery, studying, for example, whether divesting more decision-making power to country officers or increasing project supervision affects outcomes (Ashton et al., 2022; Honig, 2018, 2019, 2020; Kilby, 2000). Other studies in this vein include whether project manager capacity and turnover is associated with project performance (Ashton et al., 2022; Bulman et al., 2017).

Most researchers studying project appraisals note the risk that project appraisals could be biased (for an excellent discussion of sources of bias see: Kilby, 2000, p. 239). In
discussing this risk, some authors have contended that overall inflation of project scores is not a source of particular concern, as long as inflation is equal across the board and projects are scored accurately relative to each other (Wood et al., 2020). In other instances, authors have gathered additional evidence in an attempt to demonstrate that bias does not undermine their findings (for example, Denizer et al., 2013; Honig, 2019; Kilby, 2000).

Although no one has to-date studied the impact of changing to more rigorous systems of appraising projects or validating project appraisals, the World Bank has stated that staff-generated appraisals of ongoing projects, and final project appraisals, which are reviewed by its semi-autonomous Independent Evaluation Group differed for 18 and 15 percent of its projects in the 2019 and 2020 financial years (World Bank, 2021, p. 15). In their work using World Bank data Kilby and Michaelowa (2019) found that in most cases appraisals became worse when subjected to more stringent reviews. In other scholarly work, both Bulman et al. (2017) and Feeny and Vuong (2017) found that more rigorous appraisals were associated with lower appraisal scores in the ADB.

These findings are relevant to our work and give us some cause to anticipate that the 2019 change in Australia would bring changes in appraised project performance in its wake. However, the findings in existing research all come from the context of multilateral development agencies, not a government aid program, and all either stem from simple comparisons between appraisals that were not reviewed and appraisals that were (Kilby & Michaelowa, 2019; World Bank, 2021) or dummy variables added as controls in multiple regressions focused on other aspects of aid agencies’ work (Bulman
et al., 2017; Feeny & Vuong, 2017). The findings in existing work do not emerge from changes in appraisal processes, nor do they involve contracting out the review of appraisals to external contractors.

Other work informed by the theory-driven analysis of case studies, provides additional insights about what could have occurred when the project appraisal process was made more independent in Australia. In particular, Martins et al. (2002) and Gibson et al. (2005) provide rich studies of how incentives influence dynamics within aid agencies as well as how issues such as principal agent problems affect relationships between donors and contractors.

If the staff of aid agencies reliably respond to incentives and pursue objectives such as advancing their careers, it is easy to see the potential problems that might arise when staff appraise the performance of their own projects (Martins, 2002; Seabright, 2002). Staff seeking to advance their careers might, for example, inflate scores in appraisals of projects they manage with a mind to the next promotion round. Or staff may simply wish to avoid the lengthy process associated with redesigning a project that is seen to be failing (Kilby, 2000). Less rationally, even staff who believe they are being honest in their appraisals may be inadvertently biased and overly inclined to see the merits of a project they have worked hard to deliver. Of course, internal review processes, such as the process Australia had in place prior to 2019 should serve as a check on such inflation. But it is also possible that internal dynamics within aid agencies might prevent this from occurring if, for example, aid management themselves want positive numbers to provide to the public and politicians (Martins, 2002). Even absent external pressures
to perform, internal reviewers might be reluctant to downgrade appraisals for the sake of managing relationships with colleagues. Some of the evidence from existing studies of project appraisals (for example, Feeny & Vuong, 2017; Kilby & Michaelowa, 2019) suggests both that staff do provide overly positive appraisals of projects they have worked on and that internal reviews serve as something of a check on this. This existing evidence comes from multilateral aid agencies though. Circumstances could be different in a bilateral donor such as Australia, where the need to please politicians and publics could be more acute (Seabright, 2002). What is more, in the World Bank and ADB the external evaluation units have a high degree of formal independence. This is not the case in the Australian aid program.

While having a central evaluation unit contract out the review and validation of project managers’ own aid appraisals to a third party, as Australia did for final project appraisals in 2019, might seem like a sensible solution to problems with internal dynamics within aid programs, there are also reasons to doubt its efficacy. As agents, consultants have strong incentives to keep the aid donor — the principal in this relationship — happy, which is not necessarily the same thing as delivering high quality outcomes (in this case accurate validations) (Gibson et al., 2005). If the consultants involved wish to keep the contract, or win other contracts from the donor, they may have had good reasons not to revise scores for fear of making the donor look worse or adding to the workload of donor staff and thereby gaining a reputation as a problematic partner (Martens et al., 2002).
The existing literature provides some grounds to anticipate that the Australian change to more independent project appraisal validation might lead to lower project performance scores. And yet existing research also provides reasons to doubt the change would have had an effect. Reflecting this, the central question motivating our research was:

Did the change in the project performance validation process in 2019 lead to significant changes in assessed project performance for those projects affected by it?

2.2 Background on aid appraisals in the Australian aid program

Like the other donors that have been the main focus of research on aid project performance to-date, Australia assesses the performance of its individual aid projects. All aid projects run by Australia’s aid program with a total budget of over AU$3,000,000 (approximately $2,000,000 USD) are required to be appraised each year (DFAT, 2022a, p. 66).² Both ongoing and closing projects are appraised. Final project appraisals of

² Core funding to multilateral agencies is assessed via a different process and could not be covered in our analysis. Similarly, funding for humanitarian emergencies is also assessed in a somewhat different manner, and so was excluded from our analysis. Also, a small amount of Australian aid is aid delivered by parts of the Australian government other than its foreign ministry. This aid is not normally assessed, and therefore is excluded from our analysis.
closing projects occur in the final year of a project’s operation or shortly after it closes (DFAT, 2022a).³

Appraisals contain qualitative descriptions of the aid project such as challenges encountered, as well as scores on a one to six scale reflecting perceived project performance (DFAT, 2022a). Performance is assessed in a range of areas, some of which have changed over time. However, project effectiveness and project efficiency were assessed throughout the years covered by this study. Effectiveness and efficiency also play a particularly prominent role in how the aid program reports on its overall performance to the public (for example, DFAT, 2020c). In addition, the two indicators play a central role in determining whether underperforming projects go through a formal remediation process, and whether they are closed early (DFAT, 2022a).⁴

Project ratings for ongoing and final reports are drafted by projects’ managers along with their supervisors. Project ratings for ongoing projects are then reviewed and signed off by senior managers (DFAT, 2020a). Until 2019, the final assessments of closing projects went through a similar internal moderation process (DFAT, 2020b).

³ If a project is slated for closing and a final appraisal is scheduled for a year no ongoing appraisal is conducted in that year.

⁴ The DFAT programming guide outlines the aid programme’s rules: “Investments with unsatisfactory ratings in their IMR (scores of 3 or below) for effectiveness and efficiency criteria…must provide Development Effectiveness and Enabling Division (PRD) with an IRI Remediation Plan… If performance against both the effectiveness and efficiency criteria remains unsatisfactory after one year, the FAS [head] of the program area will decide whether the investment should be cancelled” (DFAT 2022, p. 67).
However, from 2019 onwards the moderation process of completed projects was coordinated by the aid program’s evaluation and performance unit which outsourced the review of appraisal scores to external consultants, which had the power to change appraisal scores (DFAT, 2020c, 2022a).

It is this 2019 change that provides the primary analytical leverage for our study. No other dramatic changes occurred to Australian aid around this point of time: there was an election, but the government did not change, there were no major changes in aid strategy, Australia did not shift its sectoral or regional aid focus (Wood et al., 2021). AusAID, the Australian aid agency had been disbanded, but that was six years prior, and not likely to cause a sudden change in Australian aid quality beginning in 2019.5

Of key importance for our analysis, the process of reviewing ongoing projects did not change in 2019. Only the appraisals conducted at the completion of aid projects were affected. As we discuss below, this means we have both pre-treatment and treatment periods. We also have a control group (ongoing projects) as well as a treatment group (completed projects) in the treatment period.

Also, importantly, throughout both the pre-treatment period and the treatment period, the project performance appraisals for ongoing and completed projects were completed

5 There were projects started when AusAID existed in our sample, and these slowly dwindled over time; however, there was no sudden break in 2019. Moreover, AusAID projects did not receive more positive assessments on average, even under external validation.
using very similar templates, which contained nearly identical questions. They were also generated following very similar processes. In practice, performance assessments for ongoing projects and completed projects were not meaningfully different types of assessment. Moreover, in the pre-treatment period the two types of performance assessment did not typically generate different scores. Prior to the commencement of the external review in the treatment period, the median difference between projects’ final performance scores and the average of their ongoing performance scores was zero.

3 Data, estimation and potential concerns

3.1 Data

Measures of assessed project effectiveness and efficiency play a central role in how the Australian aid program assesses its overall performance and the performance of specific projects. Reflecting this, we focus on these two measures. In our central analysis we use the arithmetic mean of the efficiency and effectiveness scores for individual projects in individual years as the dependent variable. In addition, in Online Appendix 4 we provide alternate results based on an approach that does not involve taking the mean of the two variables. All findings are substantively very similar.

We built the dataset used in this study by taking an existing dataset covering 2014 to 2017 produced by earlier researchers (Wood et al., 2020). We requested more recent data from the Australian foreign ministry who provided us data covering the period from 2017 to 2022. We then combined the two datasets. The combined data covered all appraised projects from 2014 to the end of 2022. As we built the dataset we also
gathered data on other project traits such as project size. At points in our analysis we included these traits as control variables. Summary statistics of the dependent variable of interest as well as the various control variables are provided in Table 1.

In Figure 1 we show the number of project appraisals completed annually over the years covered by our study. In any year there are considerably more projects underway than coming to an end, hence there are more appraisals of ongoing projects than of completed projects. Australian aid was repeatedly cut between 2015 and 2017. As a result the number of ongoing projects fell during these year, while completed projects rose. However, from 2018 onwards trends in appraisal numbers were fairly flat.
### Table 1: Descriptive statistics

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std. Dvn.</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Effectiveness &amp; Efficiency</strong></td>
<td>1.00</td>
<td>6.00</td>
<td>4.27</td>
<td>0.65</td>
<td>3,096</td>
<td></td>
</tr>
<tr>
<td><strong>Budget (natural log)</strong></td>
<td>12.03</td>
<td>20.25</td>
<td>16.80</td>
<td>1.14</td>
<td>3,096</td>
<td></td>
</tr>
<tr>
<td><strong>Project duration (planned)</strong></td>
<td>60.00</td>
<td>9,861.00</td>
<td>2,525.71</td>
<td>1,088.16</td>
<td>3,096</td>
<td></td>
</tr>
</tbody>
</table>

**Assessment type**
- Ongoing: 84%
- Final: 16%

**Sector**
- Agriculture: 8%
- Resilience: 12%
- Education: 18%
- Governance: 25%
- General: 6%
- Health: 14%
- Economic: 17%

**Is project in Pacific?**
- Elsewhere: 63%
- Pacific: 37%

Notes: the data come from 2014 to 2022 and covers all aid projects over AUD $3m, operated by the Australian aid program during this period. Humanitarian emergency responses are excluded as is core funding to multilateral organisations: both are assessed through different processes.

### Figure 1: Project assessments by type and year

![Graph showing project assessments by type and year](image-url)
3.2 Identification strategy

To identify whether adopting external validation affected appraised project performance we used difference-in-differences. Our analysis took several forms.

Our most basic approach involved a simple two by two analysis. The form of the analysis is shown in Equation 1.

\[
Y_{rt} = \alpha + \gamma Type_r + \lambda Period_t + \beta Type \cdot Period_{rt} + \epsilon_{rt}
\]

\(Y\) is each project’s appraised performance. Type is a dummy variable capturing the type of appraisal (either that of an ongoing project or of a completed project). Period is dummy variable capturing whether the project occurred before or during the external validation years. And \(\beta\) is the interaction term capturing the difference-in-differences across appraisal types and validation periods.

The basic intuition underpinning this analytical approach is that if average scores awarded to ongoing and completed projects had similar trends prior to the advent of external validation, and if no other changes occurred which caused ongoing and completed projects’ performance to differ, \(\beta\) will capture the impact of more independent validation on appraised project performance.

We address the issue of parallel trends in scores awarded to ongoing and completed projects in Section 3.3. In addition, to reduce the risk that any observed findings were spurious and actually the results of other changes in Australian aid such as more projects in more difficult sectors or increased work on parts of the world where it was
harder to deliver aid effectively, we also included controls for a suite of project traits in some of our regression models. When we did this, the regression specifications took the form shown in Equation 2:

\[
Y_{rt} = \alpha + \gamma \text{Type}_r + \lambda \text{Period}_t + \beta \text{Type} \cdot \text{Period}_{rt} + \delta \text{Controls} + \epsilon_{rt}
\]

Controls is a vector of control variables covering project duration, (the natural log) of project size, sector, and whether the project is in the Pacific region or not. We added these controls because other work, including work focused on Australian aid, has also found larger projects tend to be assessed as more effective (Wood et al., 2020). Other work has also found project duration associated with effectiveness (Feeny & Vuong, 2017). The plurality of Australia’s aid goes to the Pacific region, a region where both Australian aid projects and projects from other donors have been found to be less successful (Feeny & Vuong, 2017; Wood et al., 2022).

To further reduce the risk that changes in the nature of projects were driving findings, or that other unobservable trends in project performance were behind observed changes, we also included project fixed effects in some of our models. Because different projects come to an end and receive their final appraisal in different years, the analytical approach for this analysis we use two-way fixed effects and the regression model takes the following form.

\[
Y_{pt} = \alpha + \gamma \text{Project}_p + \lambda \text{Year}_t + \beta \text{Treated}_{pt} + \epsilon_{pt}
\]

Project and Year are project and year fixed effects, Treated, the variable of interest, is a dummy variable coded one if the appraisal is a treated appraisal (in effect, the final
appraisal of a project when the appraisal occurs after 2018). In this model the coefficient for Treated value is derived from the extent to which individual projects’ appraisal scores in a year differ from their scores in the previous year, and, specifically, the extent to which this difference differs between externally validated appraisals (treated appraisals) and other appraisals.

Finally, to examine dynamic effects (the extent to which the effect of appraisal validation changed over time) we also undertook a series of event studies. The event study version of the project fixed-effects model shown in Equation 4 (its application is discussed in more detail when we report on the event study results). Project and Year are project and year fixed effects. Final is a dummy variable capturing whether the assessment is an ongoing or final assessment. Reflecting this, leverage in the analysis comes from the difference in projects’ final appraisals and the rating in the ongoing appraisal from the year prior, and how this difference differs once treatment is introduced:

\[
Y_{pt} = \alpha + \gamma Project_p + \lambda Year_t + \delta Final_p + \beta Final \cdot Year_{pt} + \epsilon_{pt}
\]

### 3.3 Addressing potential concerns

The assumption that potential outcomes of the treated and control groups would have evolved in a parallel absent treatment is central to difference and difference analysis. If trends in the outcome variable are not parallel prior to treatment, the internal validity of any difference in difference model is open to question (Angrist & Pischke, 2009).
Figures 3, 4 and 5 provide visual evidence that the appraised performance of completed projects trended broadly in tandem with the appraised performance of final projects prior to the introduction of external validation. In Table 2 we provide a formal test of this across years 2014 to 2018, testing to see whether the trend in ongoing projects’ scores over the years differs from the trend in completed projects. Model 1 in the table shows a comparison from a regression without any control variables included. Model 2 shows the same regression but with a suite of project traits in the control. Neither model provides evidence of any statistically significant deviation from parallel trends.

**Table 2 – Testing for parallel trends pre-treatment**

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference in trends</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>Year</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Final report</td>
<td>-0.10</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.07)</td>
</tr>
<tr>
<td>Project Controls</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>1779</td>
<td>1779</td>
</tr>
</tbody>
</table>

Robust standard errors clustered at the project level. The “parallel trends issue” coefficient is the interaction of year and final report. *p < 0.1, **p < 0.05, ***p < 0.01

Another possible threat to the internal validity of our approach could plausibly stem from poorly performing projects being closed in advance of the 2019 change in an attempt to avoid the impending more rigorous appraisal validation system. The Australian aid program announced in advance that it was making the change (DFAT, 2019). As a result, this could have been possible, although unlikely in our view. Regardless of the likelihood, we were able to check the performance and number of
projects that were closed early by comparing projects’ planned closure dates at opening, or when they first appeared in the data, with actual closing dates.

The results of these comparisons are visible in Figure 2. As the left panel shows, the average performance of projects which were closed early does appear marginally worse than projects that were not closed early. However, as can be seen in the second panel, there is no evidence of a large surge in projects being closed early in the years 2018 or 2019. Indeed, in all years, projects which closed early were only a very small share of all the projects completed in that year. There is no evidence that a large number of poorly performing projects were closed early in an attempt to avoid more rigorous appraisal.

**Figure 2: Projects which close early**

Notes: “Not early” are projects that closed in the year they were originally planned to cease. “Early” are projects that closed in an earlier year than that initially planned. The rise in project closures in 2015 and 2016 is associated with major cuts to the aid budget in 2015.

Another possible source of spurious findings would have been changes in the nature of Australian aid over time. Perhaps, for example, Australia began increasingly delivering
its aid to the Pacific, a region where it is harder to deliver aid effectively (Wood et al., 2022). This could plausibly impact project performance, and changes over time might have contributed to differing trends in the performance of ongoing and completed projects. If changes were significant and occurred prior to 2019, their effect ought to have been captured in parallel trends tests, but changes that straddled the introduction of independent project reviews could still bias findings. In Online Appendix 1 we show the results of tests that examine differences in key project traits between completed and ongoing projects prior to treatment and once treatment was introduced. We also test for any difference in these differences across the two periods. We do find some differences between completed and ongoing projects. However, the only differences that differ between the between the pre-treatment and treatment periods are to do with project sectors, and other work on Australian aid performance has shown that performance itself differs little sectors (Wood et al., 2020). Nevertheless, to reduce the risk of any bias emerging in our findings from the changing nature of Australian aid, we control for a range of project traits, including sector, in our analysis as well as applying project fixed effects in instances.

One final threat to the internal validity of our analysis that is worth discussing are problems associated with so-called “forbidden comparisons”, which can occur in studies involving treatments applied to multiple groups at different times (for a clear discussion of the problem see, Goodman-Bacon, 2021). Forbidden comparisons occur when two-way fixed-effects models are used in studies of this nature because the method inadvertently leads to comparisons between newly treated groups and already treated
groups, in addition to the desired comparison between treated groups and untreated groups. This can be a serious issue for the accurate estimation of treatment effects. However, it is not a problem in our work. In our initial models, which are based solely on comparisons between appraisals of ongoing projects and completed projects, there is just one treatment period: 2019 onwards. All appraisals of completed projects after that date were treated, while no appraisals of ongoing projects are ever treated. The situation is different, however, when we add project fixed effects to our models. When this occurs, the treatment date does vary: projects are completed on different dates. However, forbidden comparisons still do not occur because projects are appraised at completion and are never appraised again. As a result, they do not occur in subsequent years’ data, which means they never take on the role of early treated projects being inappropriately compared with newly treated projects.

4 Results

Figure 3 compares the mean project performance scores for ongoing and completed projects over time. Those years prior to the introduction of external validation are shaded grey. Two features of the chart stand out. First, although there are minor deviations, in accordance with the results of the parallel trends test above, appraised performance for ongoing and completed projects trend broadly in tandem prior to the introduction of the external validation process. However, in the wake of the introduction of the new system, scores deviate considerably: completed projects receive notably worse scores than ongoing projects.
Figure 3: Appraised project performance over time

![Graph showing appraised project performance over time.](image)

Notes: The value for “Ongoing” is the mean score for all ongoing projects assessed in that year. The value for “Final” is the mean score for all projects that came to a close in that year, and which received their final assessment. In the shaded years on the chart ongoing and final project assessments were reviewed internally. In the unshaded years, the assessments of final projects were sent to external consultants for review.

4.1 Basic difference-in-differences analysis

Table 3 contains formal difference-in-differences analysis. Models 1 and 2 are standard two by two difference-in-differences regressions. Model 1 is run without control variables. In Model 2 controls for project duration, size and sector, as well as a dummy variable for whether projects are in the Pacific or not. In Models 1 and 2 standard errors are clustered at the project level. This would seem to be a natural unit for clustering – serial correlation, for example, would clearly be most likely within the same projects over time. However, a case could be made that clustering should simply be based on whether a project is treated or not. This approach leaves only two clusters though. Far
too few for standard errors to be calculated correctly (Bertrand et al., 2004).

Fortunately, a reasonable alternative approach exists which can accommodate circumstances such as these. This is aggregation of Donald and Lang (2007). Results from this approach are shown in Models 3 and 4. Once again, the treatment effect is very similar.

Table 3: Difference-in-differences, standard and with Donald and Lang aggregation

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diff in Diff</td>
<td>-0.42***</td>
<td>-0.42***</td>
<td>-0.43***</td>
<td>-0.42***</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>Final</td>
<td>-0.03</td>
<td>-0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.04)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>After 2018</td>
<td>0.10***</td>
<td>0.08**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.03)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project Controls</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>3096</td>
<td>3096</td>
<td>18</td>
<td>18</td>
</tr>
</tbody>
</table>

Notes: Robust standard errors clustered at the project level in Models 1 & 2; Donald and Lang Aggregation Models 3 & 4: * p < 0.1, ** p < 0.05, *** p < 0.01. The control variables included in Models 2 & 4 were the natural log of project size, project duration, sector, and whether the project was in the Pacific or not.

Another possible approach to difference-in-differences analysis with the project data we have is to add project fixed effects. With these added, there is now no longer any question about the appropriate level for clustering standard errors – standard errors should be clustered at the project level. Adding project fixed effects also brings the benefit of controlling for any unobserved differences in Australian aid projects’ characteristics, most importantly characteristics which may have changed over time.

Table 4 shows the results from regressions with project fixed effects added. The coefficient for the change in appraisal validation procedures is very close in magnitude to those produced by the other models. In all models it is worth noting that the effect is non-trivial. Project scores can vary between one and six, meaning a coefficient of -0.45
is about 7.5 per cent of potential variance. However, in reality project scores cluster. The interquartile range of the data is itself only one – the change associated with treatment is 45 per cent of this.

### Table 4: Project fixed effects

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diff in Diff</td>
<td>-0.45***</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
</tr>
<tr>
<td>Project FE</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>2781</td>
</tr>
</tbody>
</table>

Notes: Robust standard errors clustered at the project level. This model differs from those in the previous table in that project fixed effects are added. The sample size is smaller because some projects could not be tracked over time. * \( p < 0.1 \), ** \( p < 0.05 \), *** \( p < 0.01 \)

#### 4.2 Effects over time

In our formal analysis so far we have relied on simple before and after comparisons. However, inspection of Figure 3 suggests the treatment effect itself changed over time. Average scores for ongoing and completed projects diverge in 2019, but they do not thereafter return to paralleling each other. Rather, performance of completed projects continues to trend worse than that of ongoing projects in 2020 and 2021, only returning to what might possibly be a parallel trend in 2022. Figure 4 shows event studies, which plot the difference between ongoing and completed projects over time. The first panel comes from a simple two way fixed effects regression model, the second comes from the same model but with control variables included. Results are very similar.
Figure 4: Event study, with and without project controls

Notes: the value plotted in the y-axis is the coefficient from the interaction between year and report type (ongoing or final). The year prior to the introduction of external appraisal review (2018) is the omitted comparator year. 95 percent confidence intervals are plotted. Analysis was run with robust standard errors clustered at the project level.

Figure 5 is similar to Figure 4, but contains project fixed effects. Results are similar, although the drop from 2019 to 2020 is somewhat less.
Figure 5: Event study, project fixed effects

Notes: the value plotted in the y-axis is the coefficient from the interaction between year and report type (ongoing or final). The year prior to the introduction of external appraisal review (2018) is the omitted comparator year. Some projects (those which changed project codes or with issues such as multiple final appraisals, or ongoing appraisals after final appraisals) were excluded from analysis. Analysis was run with robust standard errors clustered at the project level. 95 percent confidence intervals are plotted. The p-value for the coefficient for 2019 is 0.049. The p-value for 2020 is just above the conventional threshold for statistical significance, although it is close at 0.069.

Briefly, it is worth addressing the values for 2015 and 2016. In both years completed projects had worse recorded performance than ongoing appraisals (compared to the comparator year of 2018). This almost certainly stems from aid cuts affecting those years and associated project closures. Taken together the coefficients for 2015 to 2017 seem to suggest a trend (although only one coefficient, that of 2015 is statistically

---

6 There is no coefficient for 2014 in the project fixed effects models as we have no data prior to 2014 and so, therefore, projects ending in this year had no ongoing appraisal scores from earlier years to serve as comparators.
significant). However, even if such a trend exists it would lead to the expectation of that completed projects would score higher than ongoing projects in the treatment period. In fact, the opposite occurs.

Beyond these matters, it is worth noting what these figures are not showing us – they are not showing that the effect of external validation on individual projects accumulates over time. Projects receive only one externally reviewed final appraisal, then exit the dataset. Rather the event studies show us that, something, or things, is causing increasingly negative appraisals of final projects over time, while at the same time not affecting appraisals of ongoing projects.

With project fixed effects added the increased divergence between ongoing and final appraisals between 2019 and 2020 largely vanishes, suggesting perhaps that this change could be a product of (unobserved) project traits, possibly even deteriorating project quality, or falling aid capacity (for a discussion of these concerns with respect to Australian aid see, Moore, 2019). However, the divergence increases again in 2021. Australian aid program staff have advised us that 2021 (which is the 2020/21 financial year) is the first year any effect of COVID-19 might have been expected to show up in appraised project performance. The fact that such a dramatic fall in the appraised performance of completed projects occurs in this year is strongly suggestive: Covid may well have affected project performance, with its effect only being captured by the more rigorous external appraisal validation process. However, another possible candidate for the fall is a change in wording to the questions asked about effectiveness and efficiency in project appraisals which took effect in 2021. This change slightly differed between
ongoing and final projects too, meaning that if could have been the source of change in this year if the wording change influenced how aid program staff filled out their final appraisals, but not how they filled out the appraisals of ongoing projects. (We provide the wording of relevant questions from the appraisal forms in online Appendix 2).

In our view, the wording change is a possible but not particularly likely source of the 2021 fall in recorded completed aid project performance. The changes in wording are real and they do differ between questions asked in appraisals of final and ongoing reports. However, the differences between the two types of reports are comparatively minor, whereas the layout and format of the appraisal forms changed a lot for both ongoing and final appraisals in 2021, something that had no impact on the appraised performance of ongoing projects. What is more, the Australian aid program itself notes the significant challenges posed by the pandemic when discussing its performance in annual reports (DFAT, 2021a, 2022b). In 2021, for example, it stated that effectiveness and efficiency were lower and that, “This was primarily due to changes in the development context, including as a result of COVID-19” (DFAT, 2021a, p. 71). The balance of evidence suggests the pandemic did affect the performance of Australian aid, a fact that was only captured in final performance appraisals, and which was presumably only captured as a result of the more robust external appraisal validation process.
5 Practical significance: Papua New Guinea

Papua New Guinea is Australia’s closest neighbour. It has a population of over 9 million people and is one of the poorest countries in the Pacific (Secretariat for the Pacific Community, 2023). It is the largest recipient of Australian aid (Development Policy Centre, 2023).

The one existing detailed study of Australian aid project effectiveness is based on data from before the period of external validation of appraisals. The authors of that paper noted that, “Of all the countries in the Pacific, the mean appraisal is second highest in Papua New Guinea, which will likely come as a surprise to anyone who has worked in that country’s challenging context” (Wood et al., 2020, p. 174).

The surprise they note stems from the fact that Papua New Guinea is a very challenging place to deliver aid in. Governance is poor and violence an ongoing issue (Forsyth et al., 2023; May, 2022; Pieper, 2012; Reilly et al., 2014; Standish, 2007). Existing econometric work has found little evidence that aid promotes economic growth in Papua New Guinea (Feeny, 2005). It would be both unsurprising and understandable if Australian aid were underperforming in Papua New Guinea. It would also be useful to Australian aid policymakers if available aid performance data accurately reflected performance in its largest aid partner.

The first panel in Figure 6 shows the appraised performance of Australian aid projects based on the data in our dataset; it draws its data from all available appraisals that were not been subject to external validation. Each bar in the chart is a country. Unlike quote
above, which is solely focused on Pacific countries, all countries that Australia has had aid projects over AU $3 million are included in the chart. The mean score for that country is indicated by the bar’s height. Papua New Guinea is labelled on the x-axis of the chart. The second panel is identical except that focuses only on data from externally validated appraisals.

When using non-validated appraisals, Papua New Guinea is just below the median country globally. Among validated appraisals, Papua New Guinea’s performance falls considerably and is the fourth lowest country globally.

In Online Appendix 3 we systematically test the effect of project validation on appraised performance in Papua New Guinea controlling for timing and appraisal type, as well as project traits. We do this to ensure that the differences evident in Figure 6 are not the product of some other factor such as average reported performance of all projects in Papua New Guinea falling over time regardless of whether their appraisals were validated or not. As the appendix shows, even with other factors controlled for, external validation clearly causes average appraised project performance to fall in Papua New Guinea.

If the 2019 change in project the appraisal of final Australian aid project assessments only led to lower aid success scores overall, this would still be useful to politicians and the public as it would presumably provide a more accurate sense of the overall performance of Australian aid. However, the Papua New Guinea case demonstrates something else: the more rigorous project appraisal validation process has helped
identify the underperformance of Australian aid in its most important partner. This has
the potential to be useful to policymakers who can now, if they so wish, use the
information to as the catalyst for a reconfiguration of their aid to Papua New Guinea.

**Figure 6: Performance of projects in Papua New Guinea**

![Bar chart showing performance of projects in Papua New Guinea](image)

Notes: Each bar in the chart is a country that received Australian aid projects, and where aid projects were large enough to be assessed. The height of the bars reflects the mean project assessment in that country. There are fewer projects in the treated pane because fewer countries where host to sufficiently large Australian completed aid projects in the period 2019 onwards than across the full 2014-2022 period. Papua New Guinea’s bar is shaded and indicated with “PNG”.
6 Discussion and conclusion

The changes how final project appraisals how were validated in 2019 led to a substantial fall in the reported performance of recently completed Australian aid projects. A marked fall in reported performance occurred as soon as the validation process was introduced, a further fall occurred in 2021. At the same time as these dramatic changes occurred, measured performance in ongoing project appraisals has not fallen at all, indeed it has risen slightly. The difference in differences analysis that we have reported on in this paper provides clear evidence that a shift to a more independent process involving validation of performance appraisals coordinated by a central evaluation unit and undertaken by external contractors was the source of much of the observed change. Although we cannot be as certain, there is also some evidence that the change led to more accurate reporting of the impact of the COVID-19 pandemic on the performance of Australian aid projects. It also appears to have led to more accurate assessment of project performance in Papua New Guinea.

As we discussed in our summation of existing research, existing evidence and theory provided us with some reason to believe that Australian aid program staff might have been overly generous when assessing the performance of their own projects. However, existing work provided little by the way of clear guidance of what to expect when a more independent system of validation was introduced involving external consultants contracted by the aid program's evaluation unit reviewing staff-produced appraisals. It seemed quite possible that outsourcing the task of reviewing appraised performance would have no impact on appraised scores. It seemed all too possible that contractors
would not risk irritating the aid program that contracted them by routinely revising performance scores downwards. Yet scores were downgraded, which raises the question why?

Two explanations seem likely. The first involves the contractors. The contracting company is well-established and promotes itself as having a values-based ethic. Key personnel have a long history in the Australian aid community. Its evaluators are also members of the Australian Evaluation Society (Bluebird Consultants, n.d.). As a result, they are part of two normative communities: one in which effective aid is valued, the other in which sound evaluations are valued. This might possibly explain why the consultants have took a risk and opted to press for accurate project performance scores when validating appraisals.

The other possible explanation involves aid program staff themselves. In 2013, Australia’s aid agency AusAID, was fully integrated into its foreign ministry, a move which has in the eyes of many reduced aid effectiveness (Moore, 2019; Wood et al., 2017). However, there are still professional aid workers in the aid program, including some who have now risen to senior positions in the foreign ministry. It is possible that there has been a growing desire within the aid program to improve aid quality, and as part of this, a desire to see more accurate project appraisals produced. What is more, external validation of project appraisals was coordinated by a specialist evaluation unit within the aid program, not country teams themselves. The evaluation unit may well have valued rigour in appraisals more highly, and may not have been inclined to
pressure the consultants in the same way country teams might have had they been the central point of contact with the consultants.

In addition, in May 2020, the Australian foreign ministry lowered the prominence afforded to project effectiveness scores in its high-level reporting. Average project performance became a “third tier” indicator accompanied by many other indicators and there was no specific target for the share of projects that needed to be appraised as successful (DFAT, 2021b). These reporting changes lessened the importance of both completed and ongoing project appraisals in DFAT’s high-level reporting and so cannot have been the source of the difference in differences between ongoing and completed project performance that we have documented. However, this broader change in prominence may well have produced an environment in which it was felt to be safe to allow completed project performance scores to drop.

While one newspaper article covered the reported fall in Australian aid performance (Packham, 2023) that was the sum total of Australian media interest in the matter. The reputational cost for the aid program, and the politicians that it answers to, has, predictably, been very small. Such circumstances may well have further added to the willingness to allow the consultants to downgrade performance scores.

Determining which of these explanations is accurate will be an important subject for future research. Another question for future research will be about the broad state of validation processes across the various donors that appraise project performance and how much validation changes scores amongst different donors (for a, non-exhaustive,
list of countries which conduct project appraisals see: Honig, 2018). For those donors, such as the World Bank, which have validation systems in place, and where those systems regularly appear to change scores, it will be important to learn whether they change scores to an equal extent across all types of projects, or whether particular types of projects, or projects in particular countries, are changed more often.

For now though, in this paper we have demonstrated the clear impact that changes in the process of validating aid appraisals has had for the Australian aid program. We have also demonstrated that this impact has not been homogenous across projects. In Papua New Guinea, a particularly challenging country context, the impact was larger than elsewhere.

Superficially, this discovery may appear disappointing: Australian projects have not been as successful as previously reported in the country that receives the largest share of Australian aid. And yet the case of Papua New Guinea also demonstrates the potential of more rigorous aid appraisals. It should be easier for aid programs to improve aid effectiveness if they start by openly facing up to failures.
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Online Appendices

Online Appendix 1

Table A1: Difference in covariates between by report type, and across periods

Table A1 shows the mean values of possible traits (size, duration, location and sector) which could independently affect project performance. The difference between these values in ongoing and final reports is shown for both the pre-2019 period and the 2019 onwards period, the difference in these differences across periods is also shown.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Pre-2019 ongoing</th>
<th>Pre-2019 final</th>
<th>Diff</th>
<th>p-value</th>
<th>2019 onwards ongoing</th>
<th>2019 onwards final</th>
<th>Diff</th>
<th>p-value</th>
<th>Diff in diff</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Budget (ln)</td>
<td>16.76</td>
<td>16.58</td>
<td>0.17</td>
<td>0.01</td>
<td>16.94</td>
<td>16.68</td>
<td>0.26</td>
<td>0.00</td>
<td>-0.09</td>
<td>0.45</td>
</tr>
<tr>
<td>Duration</td>
<td>2,432</td>
<td>2,267</td>
<td>165</td>
<td>0.01</td>
<td>2,697</td>
<td>2,667</td>
<td>30</td>
<td>0.74</td>
<td>135</td>
<td>0.22</td>
</tr>
<tr>
<td>Pacific</td>
<td>0.40</td>
<td>0.34</td>
<td>0.06</td>
<td>0.04</td>
<td>0.35</td>
<td>0.33</td>
<td>0.03</td>
<td>0.52</td>
<td>0.04</td>
<td>0.46</td>
</tr>
<tr>
<td>Agriculture</td>
<td>0.09</td>
<td>0.07</td>
<td>0.03</td>
<td>0.13</td>
<td>0.07</td>
<td>0.10</td>
<td>-0.03</td>
<td>0.23</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>Resilience</td>
<td>0.10</td>
<td>0.15</td>
<td>-0.05</td>
<td>0.02</td>
<td>0.12</td>
<td>0.12</td>
<td>0.00</td>
<td>0.94</td>
<td>-0.05</td>
<td>0.14</td>
</tr>
<tr>
<td>Education</td>
<td>0.21</td>
<td>0.18</td>
<td>0.03</td>
<td>0.19</td>
<td>0.15</td>
<td>0.16</td>
<td>-0.02</td>
<td>0.56</td>
<td>0.05</td>
<td>0.21</td>
</tr>
<tr>
<td>Governance</td>
<td>0.24</td>
<td>0.25</td>
<td>-0.01</td>
<td>0.64</td>
<td>0.28</td>
<td>0.25</td>
<td>0.03</td>
<td>0.45</td>
<td>-0.04</td>
<td>0.37</td>
</tr>
<tr>
<td>Other</td>
<td>0.05</td>
<td>0.07</td>
<td>-0.02</td>
<td>0.15</td>
<td>0.07</td>
<td>0.05</td>
<td>0.01</td>
<td>0.52</td>
<td>-0.03</td>
<td>0.18</td>
</tr>
<tr>
<td>Health</td>
<td>0.13</td>
<td>0.18</td>
<td>-0.05</td>
<td>0.03</td>
<td>0.14</td>
<td>0.10</td>
<td>0.04</td>
<td>0.16</td>
<td>-0.09</td>
<td>0.01</td>
</tr>
<tr>
<td>Economic</td>
<td>0.18</td>
<td>0.11</td>
<td>0.07</td>
<td>0.00</td>
<td>0.17</td>
<td>0.21</td>
<td>-0.04</td>
<td>0.22</td>
<td>0.10</td>
<td>0.01</td>
</tr>
</tbody>
</table>
## Online Appendix 2: Wording of effectiveness and efficiency between before and after change

<table>
<thead>
<tr>
<th></th>
<th>Final appraisal before 2021</th>
<th>Final appraisal 2021 onwards</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Effectiveness</strong></td>
<td>Have we achieved the outputs and outcomes that we expected over the lifetime of the investment?</td>
<td>Did the investment achieve the end-of-investment outcomes that were expected over the lifetime of this investment?</td>
</tr>
<tr>
<td><strong>Efficiency</strong></td>
<td>Did the investment make appropriate use of Australia’s and our partners’ time and resources to achieve outcomes?</td>
<td>Did the investment make appropriate and efficient use of Australia’s and our partners’ time and resources to achieve the end-of-investment outcomes?</td>
</tr>
<tr>
<td><strong>Ongoing appraisal before 2021</strong></td>
<td>Are we achieving the outputs and outcomes that we expected?</td>
<td>Has the investment achieved the outputs and outcomes expected at this time?</td>
</tr>
<tr>
<td><strong>Efficiency</strong></td>
<td>Is the investment making appropriate use of Australia’s and our partners’ time and resources to achieve outcomes?</td>
<td>Is the investment making an efficient use of Australia’s and our partners’ time and resources to achieve outputs and expected outcomes?</td>
</tr>
</tbody>
</table>
Online Appendix 3: Testing changes in the performance of projects in Papua New Guinea

In Table A2 the key coefficient of interest is that associated with the interaction of Papua New Guinea and external assessment (PNG*External assess). Model 1 is a simple regression with the interaction as well as individual coefficients for PNG and externally validated assessments. In Models 2 and 3 additional controls are added for the post 2018 period and report types. These controls account for the possibility that project performance in Papua New Guinea has gotten worse in recent years and for the possibility that final project appraisals have always been worse in Papua New Guinea than ongoing appraisals. In all models the coefficient for the interaction term is negative, comparatively large and statistically significant, reflecting the fact that external validation had a larger than average negative impact on the appraised performance of projects in Papua New Guinea.

Table A2: Impact of external validation on appraised project performance in Papua New Guinea

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PNG * External assess</td>
<td>-0.36**</td>
<td>-0.35**</td>
<td>-0.34**</td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
<td>(0.15)</td>
<td>(0.15)</td>
</tr>
<tr>
<td>PNG</td>
<td>0.11</td>
<td>0.12</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>External Assess</td>
<td>-0.37***</td>
<td>-0.40***</td>
<td>-0.39***</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.08)</td>
<td>(0.07)</td>
</tr>
<tr>
<td>After 2018</td>
<td>0.10***</td>
<td>0.08**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.03)</td>
<td></td>
</tr>
<tr>
<td>Final</td>
<td>-0.03</td>
<td>-0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.04)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>4.30***</td>
<td>4.26***</td>
<td>3.07***</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.27)</td>
</tr>
<tr>
<td>Project Controls</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>3096</td>
<td>3096</td>
<td>3096</td>
</tr>
</tbody>
</table>

Robust standard errors clustered at the project level.

*p < 0.1, **p < 0.05, ***p < 0.01.
Online Appendix 4: Binary Dependent Variable

One possible issue with our analysis is our use of the mean of the (effectively ordinal) effectiveness and efficiency scores as our dependent variable in regression models. As a robustness test we conducted further analysis using a binary dependent variable of satisfactory effectiveness or not. In this analysis projects which were coded as scoring 4 or more for effectiveness were coded as being satisfactory. Those which did not were coded as unsatisfactory. We used this categorisation based on DFAT’s own definition of satisfactory project effectiveness (DFAT, 2021b).

Because non-linear models are problematic when used in difference in difference analysis. We ran the resulting regressions as linear probability models estimated using OLS. In all analysis standard errors were clustered at the project level. The results are shown in the tables below. All results fit with the findings presented in the main body of the text.

**Table A2: Binary Dependent Variable: two by two difference in differences**

<table>
<thead>
<tr>
<th></th>
<th>(1) Basic</th>
<th>(2) Project controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diff in Diff</td>
<td>-0.21***</td>
<td>-0.20***</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Final</td>
<td>-0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.02)</td>
</tr>
<tr>
<td>After 2018</td>
<td>0.07***</td>
<td>0.07***</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Project Controls</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>3096</td>
<td>3096</td>
</tr>
</tbody>
</table>

Regression models are OLS with a binary dependent variable based on satisfactory project effectiveness. Robust standard errors clustered at the project level.

* $p < 0.1$, ** $p < 0.05$, *** $p < 0.01$
Table A3: Binary Dependent Variable: project fixed effects difference in differences

<table>
<thead>
<tr>
<th></th>
<th>(1) Project FE</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Diff in Diff</td>
<td>-0.21***</td>
<td>(0.04)</td>
<td></td>
</tr>
<tr>
<td>Project FE</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>2781</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Regression models are OLS with a binary dependent variable based on satisfactory project effectiveness. Robust standard errors clustered at the project level. 
* \( p < 0.1 \), ** \( p < 0.05 \), *** \( p < 0.01 \)

Table A4: Binary dependent variable: event studies

<table>
<thead>
<tr>
<th></th>
<th>(1) Basic</th>
<th>(2) Project controls</th>
<th>(3) Project FE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014</td>
<td>-0.08</td>
<td>-0.09</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(.)</td>
</tr>
<tr>
<td>2015</td>
<td>-0.02</td>
<td>-0.03</td>
<td>-0.06</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>2016</td>
<td>-0.08</td>
<td>-0.08</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.06)</td>
</tr>
<tr>
<td>2017</td>
<td>-0.10*</td>
<td>-0.11*</td>
<td>-0.07</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.06)</td>
</tr>
<tr>
<td>2019</td>
<td>-0.20***</td>
<td>-0.19***</td>
<td>-0.21**</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>2020</td>
<td>-0.23***</td>
<td>-0.22***</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.09)</td>
</tr>
<tr>
<td>2021</td>
<td>-0.34***</td>
<td>-0.35***</td>
<td>-0.27***</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>2022</td>
<td>-0.30***</td>
<td>-0.31***</td>
<td>-0.21***</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.07)</td>
</tr>
<tr>
<td>Project Controls</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Project FE</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>3096</td>
<td>3096</td>
<td>2781</td>
</tr>
</tbody>
</table>

Regression models are OLS with a binary dependent variable based on satisfactory project effectiveness. Robust standard errors clustered at the project level. 
* \( p < 0.1 \), ** \( p < 0.05 \), *** \( p < 0.01 \)